
Intelligent Methods in Engineering Sciences 2(4): 090-101 2023 
 

 

 

 

INTELLIGENT METHODS 

IN ENGINEERING SCIENCES 
 

 

https://www.imiens.org 
 

 

International 

Open Access 
 
 

 

 

 

December, 2023 

 

e-ISSN 2979-9236 

Research Article https://doi.org/10.58190/imiens.2023.69 
 

* Corresponding Author: mkoklu@selcuk.edu.tr  

 
 

 

 

Digitization and Archiving of Company Invoices using Deep Learning and Text 

Recognition-Processing Techniques 

Ensar GUNAYDIN a , Bunyamin GENCTURK b , Cuneyt ERGEN a , Murat KOKLU c, *    

a ALISAN Logistic Inc., Istanbul, Türkiye 
b Technology Faculty, Selcuk University, Konya, Türkiye 
c Department of Computer Engineering, Selcuk University, 42250 Selcuklu, Konya, Türkiye 

 
  ARTICLE INFO  ABSTRACT 

Article history: 

Received 10 November 2023 

Accepted 27 December 2023 

 Nowadays, it is crucial to transfer official documents such as invoices, dispatch notes, and receipts 

into digital environments and establish correct semantic relationships. However, understanding 

and processing these documents is a difficult process that requires significant time and effort. In 

recent years, the use of deep learning, image preprocessing, text detection, and optical character 

recognition (OCR) technologies have made this process easier. However, for text recognition and 

processing techniques to produce accurate results, documents must be clean and readable. 

Additionally, difficulties arising from time-consuming, tiring, error-prone, and cost-incurring 

human-powered digitalization processes must be reduced. The aim of this study is to digitize and 

archive scanned invoices and similar official documents using current artificial intelligence 

technologies, thereby enabling the most effective use of components such as time, cost, and human 

resources. The dataset used in the study includes 10,000 ".jpg" image files and 10,000 ".xml" data 

files. The model trained with the ResNet-50 architecture can detect text with accuracy rates of up 

to 97% on randomly selected images from the dataset. In an environment where a person can 

process an average of 2,112 documents per month, it is predicted that the trained artificial 

intelligence model can process 108,000 documents per month. With this developed method, 

businesses can quickly digitize and archive official documents such as invoices, dispatch notes, 

and receipts. Future studies propose the development of new methods that can produce better 

results using larger and more diverse datasets. 
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1. INTRODUCTION 

People create documents to record and protect 

information. However, reading and understanding 

documents such as invoices, contracts, and resumes 

requires time and effort. Therefore, nowadays, it is 

preferred that documents are stored in electronic 

environments. However, many documents that require 

physical processing are still not available in electronic 

form. After processing, these documents are transferred to 

electronic environments as scanned images or photos [1, 

2]. Detecting text and shapes in scanned documents is 

considered a difficult problem. With the development of 

deep learning, the fields of natural language processing 

and computer vision have made tremendous progress. 

These developed methods are frequently preferred for 

understanding and analyzing documents [3-5]. 

Correctly establishing semantic relationships in official 

documents such as invoices, delivery notes, and receipts is 

crucial for focusing on relevant areas. The first step in this 

process is to be able to detect regions on the image because 

the text on document images cannot be directly identified 

and detected by modern search and analytical tools. Text 

detection technology comes into play at this point and 

plays an important role in understanding document images 

and extracting information. Text detection technologies 

typically take a data-driven approach using a mix of 

machine-learning techniques and rule-based learning 

models [1, 6, 7]. Text detection is preferred in finding 

logical objects with diversity such as text lines, formulas, 

tables, and shapes in documents. Text regions in complex 

backgrounds are automatically detected and labeled with 

bounding boxes. Additionally, automatically processable 

information is a valuable and sought-after technique for 

literature mining, domain researchers, and data scientists 

[8, 9]. 

Correct labeling of data also increases reading accuracy 

in many tasks such as Optical Character Recognition 

(OCR), where recent developments in deep learning have 

played an important role in tasks such as business card 

recognition, and license plate recognition [10], or 

handwriting text recognition. OCR is the process of 

converting printed or handwritten documents into a 

https://doi.org/10.58190/imiens.2023.69
https://creativecommons.org/licenses/by-sa/4.0/
https://orcid.org/0000-0002-3341-1346
https://orcid.org/0009-0001-0944-2898
https://orcid.org/0000-0002-4385-8600
https://orcid.org/0000-0002-2737-2360


Gunaydin et al., Intelligent Methods in Engineering Sciences 2(4): 090-101, 2023 

- 91 - 

 

structured and digitized format. However, OCR may face 

some challenges in official documents such as invoices 

and receipts, where higher accuracy is required. Therefore, 

manual labeling is still widely used [11-14]. To reduce or 

even eliminate manual work, fast, reliable, and highly 

accurate OCR is needed to be developed [15]. 

To achieve high accuracy in text recognition and 

processing, documents need to be clean and readable. 

However, scanned documents often have noise, blurriness, 

ink stains, fading, paper aging, etc., which makes the 

image quality low and the recognition accuracy poor. 

Therefore, many important documents are not digitized 

and were kept offline. Preprocessing of document images 

is often necessary before OCR [1, 16, 17]. Image 

preprocessing sometimes plays a crucial role in deciding 

whether a document image meets OCR requirements or 

not [18, 19].  

The main purpose of the preprocessing stage is to reduce 

or correct noise and blurriness in document images, and 

improve the image quality for further processing steps 

[20]. Image restoration techniques, which are pioneers in 

this field, have attracted increasing attention in recent 

years. As the demand for text recognition and processing 

increases, new images with less noise and less blurriness, 

and closer to the original noise-free image, are being 

attempted to be produced [21, 22]. 

With the development of artificial intelligence 

technologies, it is expected that companies’ information 

technology departments and Research and Development 

(R&D) departments will offer innovative solutions. 

Companies should identify the shortcomings in the field to 

maintain their competitive advantage and develop 

solutions and innovative ideas to strengthen their position 

in the industry. In this context, it is crucial to develop 

technologies that minimize or ideally eliminate the 

negative effects in processes such as processing, archiving, 

and analyzing invoices, delivery notes, and receipts. 

2. Related Works 

After reviewing the literature, it is observed that 

methods such as deep learning, image preprocessing, 

object detection, text recognition and processing are 

preferred for tracking and control of official documents, 

especially in recent years. Some of these studies are listed 

as follows: 

Tupaj et al., (1996) proposed an OCR-based table 

detection technique. In this method, row sequences with 

table-like characteristics are searched based on key words 

that can be found in table headers. Rows containing key 

words are accepted as the starting row, and subsequent 

rows are categorized and matched as table structure. It is 

noted that the limitation of this technique is largely 

dependent on the key words that can appear in table 

headers. 

Zhao et al., (2018) used a method called Skip Connected 

Deep Convolutional Autoencoder (SCDCA), consisting of 

multiple convolutional layers, followed by batch 

normalization layers and leaky rectified linear unit 

activation functions. Inspired by the idea of skip 

connections, two types of skip connections are used in the 

network. The results from the trained model are evaluated 

using OCR testing to restore the data. 

Li et al., (2018) propose a hybrid method that combines 

deep structured prediction and supervised clustering to 

detect formulas, tables, and figures in PDF document 

images in a unified framework. After inference using 

graphical-based models (CRF), the row regions of the 

same class within a cluster are grouped into a page-level 

object. It is noted that if different primitive regions are 

used instead of line regions for classification and 

clustering, it can be applied to more complex and irregular 

documents outside of PDFs. 

Saha et al., (2019) presented a new, end-to-end 

trainable, deep learning-based method called Graphic 

Object Detection (GOD) to localize graphical objects in 

document images. The developed method is stated to be 

data-driven and used to detect graphical objects in 

document images. The performance analysis carried out on 

various public datasets such as ICDAR-2013, ICDAR-

POD 2017, and UNLV reportedly yielded promising 

results. 

Soni et al., (2019) presented a text detection and 

localization approach based on a new text-awareness 

model. They use a fast directional filter to effectively 

separate connected characters by removing mixed pixels at 

the edges of blurry images. This filter incorporates an 

improved fast edge-preserving and smoothing maximum 

stable extremal region (FEPS-MSER) algorithm. The 

Naive Bayes classifier used in the study contributes to the 

classification of text and non-text components using graph 

cut algorithm by assisting in the accurate and rapid 

determination of the text-awareness score. 

Subramani et al., (2020) stated that text recognition 

revolves around hand-crafted features to detect characters. 

It is observed that some general themes in modern NLP 

and document understanding are discussed, and end-to-

end automatic document understanding systems are 

created. They are concerned with the best methods for both 

text detection and transcription for OCR. Multiple 

approaches have been presented for document layout 

analysis. 

Weiwei Sun et al., (2022) proposed an EAST detection 

algorithm developed for detecting and recognizing 

inclined text in images. This algorithm uses reinforcement 

learning to train a recurrent neural network controller. By 

selecting an optimal fully convolutional neural network 

structure, the multiscale features of the text are extracted. 

This information is then passed to the Generalized 

Intersection over Union (GIoU) algorithm, aiming to 
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increase the regression effect of the text bounding box. The 

loss function is adjusted to balance the positive and 

negative example classes before extracting the improved 

text detection results. 

As well as the details of the studies in the literature, 

summary information is provided in Table 1. Upon 

examination of Table 1, it can be observed that the number 

of data used in the studies varies between 144 and 2417. 

The studies were generally conducted by testing different 

methods, and the accuracy rates also varied depending on 

the number of data and the method used. 

Table 1. Summary information about the studies found in the 
literature. 

Ranking 
Number Of 

Data 
Method 

Accuracy 

(%) 
References 

1 1470 OCR 71 [23] 

2 144 SCDCA 20 [1] 

3 2417 CRF 60-80 [8] 

4 1500 R-CNN 64 [3] 

5 1455 
FEPS-
MSER 

83 [24] 

6 1000 R-CNN - [2] 

7 1962 EAST 84 [25] 

 

As expressed in literature studies, information on 

official documents such as invoices, delivery notes, and 

receipts needs to be processed individually and completely 

digitized. However, the accumulation of past records can 

cause significant time and personnel losses in institutions 

due to the need to process data individually and transfer it 

to digital format. 

Information technologies have been studied in recent 

years, but technology is always changing, so adapting to 

new technologies is essential. It is observed that official 

documents such as invoices and delivery notes are 

generally digitized using human labor, which causes both 

time and labor losses. By training invoice and delivery 

note images with deep learning algorithms, high-precision 

text detection and processing will be achieved with the 

resulting model, allowing for the most efficient and 

effective use of human labor and time components. 

 

Figure 1. Block diagram illustrating the workflow of the study.  
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The aim of this study is to present new methods for 

effectively digitizing and archiving scanned images of 

invoices and other official documents using current 

artificial intelligence technologies. Through combining 

various artificial intelligence techniques, this study 

contributes to the literature by creating a more efficient 

method. In comparison to previous studies, this study has 

the following characteristics: 

o Deep learning, 

o Object recognition, 

o Image preprocessing, 

o Optical character recognition 

Which these methods operate in a highly interactive and 

interconnected manner. As a result, productivity increases 

by making the best use possible of time, cost, and human 

resources. 

3. Materials and Method 

This section provides information on the method 

developed for digitizing and archiving invoice images. 

Deep learning, image processing, and optical character 

recognition methods were used in the study, with Python 

programming language being preferred for implementing 

these methods. First, a model was trained for region 

labeling and object recognition on invoice images. Based 

on the outputs of the trained model, text recognition and 

processing were performed. The flowchart demonstrating 

the process is presented in Figure 1. Furthermore, detailed 

information on the techniques used and the dataset is 

provided in this section. Following that, the methods used, 

architectures used, and other relevant details are 

mentioned in the next sections. 

3.1. Image acquisition 

In this study, various invoice images belonging to 

various companies were used for invoice processing. 

These images were obtained with the permission and 

approval of the authorized company. After the invoice 

originals were scanned, they were uploaded to the cloud 

system in ".pdf" format. These files obtained from the 

company are converted into ".jpg" format images with the 

same name as the ".pdf" extension implementing our 

Python code. This conversion process is shown in Figure 

2.

 

Figure 2. Data acquisition process 
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3.2. Image acquisition 

The dataset consists of a total of 10,000 invoice images 

and corresponding data files in ".xml" format. As part of 

our project, we created this dataset. As shown in Table 2, 

there are 10,000 ".jpg" image files and 10,000 ".xml" data 

files. The images were used as they were scanned from the 

original documents and no changes were made to the 

background. 

Table 2. Invoice data information table. 

 

The images in this dataset have RGB or gray color 

space, non-standard pixel sizes, and are in the ".jpg" 

format. The dataset was randomly divided into 80% 

training and 20% testing data, which is a commonly used 

practice in the literature, which is illustrated in Figure 3. 

 

Figure 3. Distribution of data as training and test sets 

3.3. Labeling Images and Model Training 

Scanned documents typically contain more text than 

natural images, leading to specific challenges in detecting 

text in documents. Trying to read unwanted areas with text 

results in increased workload and time consumption. 

Various methods are used to minimize these difficulties. 

An example segmentation method is used to classify each 

pixel of an image into predefined categories. Pixel-based 

operations are performed, and these pixel analyses are 

typically used to estimate the probabilities of text regions 

and relationships between characters. However, scanned 

document images contain a lot of noise and unwanted 

symbols, resulting in less accurate text output than 

expected. This means that Tesseract, a character 

recognition engine, cannot output the text 100% 

accurately. These unwanted situations need to be 

minimized [2, 26-28]. Labeled images are trained using 

deep learning methods, as shown in Figure 4, and 

necessary areas are detected. Thus, only the required areas 

are sent to OCR, resulting in more accurate results. 

 

Figure 4. Training the model and block diagram showing the inputs and outputs of the trained model.  

Data Type Sample Demonstration 
Data 

Count 

Image File 

(".jpg") 

 
 

10.000 

Data File (".xml") 

 

10.000 

Total  20.000 
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3.4. Object Detection 

In traditional text detection methods, handcrafted 

features were used for character detection [29]. However, 

advancements in fields such as object detection and 

semantic segmentation in deep learning have brought a 

new perspective to text detection [30, 31]. Using high-

performing object detectors from traditional computer 

vision literature such as Single Shot MultiBox Detector 

(SSD) and Faster R-CNN models, efficient text detectors 

can be created [32-34]. 

3.5. Convolutional Neural Networks 

There are many different architectures of convolutional 

neural networks (CNN) in the literature. These 

architectures are developed by taking inspiration from the 

natural visual perception mechanisms of living organisms 

[35]. CNN architectures extract features through layers 

based on input data and learn and classify using these 

features. Essentially, CNN architectures consist of five 

layers: convolutional layer, pooling layer, activation layer, 

fully connected layer, and softmax layer [36-40]. The 

learning process is one of the most important and 

challenging stages in CNN architectures. This process is 

related to finding the most suitable values in the search 

space for different datasets and these values vary [41-46]. 

In this study, ResNet-50 was chosen among the 

convolutional neural network models. ResNet-50 is 

resistant to overfitting and provides high accuracy 

compared to similar models. Residual Networks (ResNet), 

which was first developed by He Kaiming and colleagues 

in 2015, includes structures with the highest number of 

layers and has been trained on more than a million images 

in the ImageNet database [47-49]. ResNet-50 is a 

convolutional neural network with 50 layers and is 

commonly used in deep learning [47, 50]. Structurally, 

ResNet-50 transfers the values required to reach the final 

result through prediction from one layer to another. To 

improve the accuracy of these predictions, an Squeeze and 

Excitation (SE) block structure was preferred, which 

improves the quality of results generated in a network [47, 

51-54]. 

3.6. Optical Character Recognition (OCR) 

OCR consists of two main components: text detection 

and text transcription. Text detection aims to locate text 

within a page or image. Input in image format is typically 

represented as a three-dimensional tensor, C × H × W, 

where C represents the number of channels (usually red, 

green, and blue), H represents the height, and W represents 

the width. As seen in the images provided in Figure 5, text 

comes in various forms and is often corrupted [2, 55]. 

Image processing techniques minimize these corruptions 

and enable OCR to function more successfully. 

 
Figure 5. The functions used for OCR in this study are. 

In digital image processing, image preprocessing 

techniques are frequently used. These techniques are used 

to reduce unwanted noise in the image, correct potential 

errors, and bring the image to the desired format. 

Additionally, image preprocessing can be applied to 

improve the performance of deep learning algorithms. For 

instance, operations like edge detection, color changes 

reduction, and background noise removal can be utilized 

to enhance the accuracy of the algorithm. Therefore, image 

preprocessing is an important step in digital image 

processing. It is also necessary to achieve better results in 

studies [44, 56-58]. This technique has resulted in 

significant performance and accuracy improvements in the 

recognition and processing of texts. 

4. Experimental Results 

In this section, the detection of the necessary regions in 

official document images, followed by the analysis of the 

outputs obtained through image processing and text 

recognition methods, are presented. Additionally, the 
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findings, results, and related details of the study are also 

included in this section. The model training was conducted 

in Python programming environment. The system 

specifications of the computer used in the study are given 

in Table 3. 

 

Table 3. Computer specifications used for training deep 
learning models. 

Configuration Item Value 

Processor (CPU) 
Intel(R) Core (TM) i7-7700HQ CPU @ 

2.80GHz 

Display Card 

(GPU) 
NVIDIA GeForce GTX 1050 

RAM 16 GB 

Hard Disk 1TB HDD + 1TB SSD 

Operating System Windows 10 Home Single Language 

 
Additionally, platforms such as Tensorflow, VSCode, 

Tesseract, LabelImg, etc. were preferred for their positive 

contributions and conveniences to the study. Operations 

such as machine learning, image preprocessing, object 

detection, text recognition and processing were performed 

with the computer whose specifications were mentioned in 

Table 3. Optimal classification success rates were 

calculated for the detection of labeled regions in the 

images, and it was aimed to use stable results in the 

application. The parameters used in the training of the deep 

learning model are given in Table 4. 

Table 4. Required parameters used in the training of ResNet-50. 

Parameter Value 

Num_classes: 5 

Height x Width: 640 x 640 

Type: Ssd_resnet50_v1_fpn_keras 

Min_depth: 16 

Batch_size: 1 

Num_steps: Min (10.000) – Max (100.000) 

Checkpoint_type: Detection 

 
When the parameters and their values given in Table 4 

are examined, Num_classes represent the number of 

labeled classes. In total, 5 classes are defined, barcode, 

invoice information, logo, sender, and recipient 

respectively. The input dimensions of the images to the 

model were set as 640x640 pixels. This was done to 

minimize the distortions in the images and save time in 

training while preserving the text quality. The Batch_size 

parameter, which represents the number of images kept in 

RAM during model training, was assigned a value of "1" 

to achieve optimal performance. 

In the deep learning model, the Num_steps parameter, 

which directly affects performance results, was not fixed 

in this study. To analyze the success rates in detecting the 

necessary regions, 3 iteration numbers varying between 

10,000 and 100,000 were determined. These iteration 

numbers are 10,000, 50,000, and 100,000, respectively. 

Afterwards, the model was exported separately for the 3 

iteration values. To evaluate the model's performance at 

intervals, 2 randomly selected official document images 

from the dataset were chosen. The results and evaluations 

obtained from the outputs of the deep learning model are 

presented in this section respectively.    

Object Detection Results of ResNet-50 Model (10k, 

50k and 100k iterations): 

 The selected images from the dataset are named 

as 'Sample Picture 1 (SP1)' and 'Sample Picture 2 (SP2)' 

for random selection. Some areas of the images were 

censored to ensure the confidentiality of company 

information. As seen in Figure 6, the training of the deep 

learning model was insufficient and some of the necessary 

regions could not be detected, leading to various issues. To 

minimize these problems, the model was trained up to 

100,000 iterations and results were observed at certain 

intervals as illustrated in figures (Figure 6, 7, and 8). 

The object detection model trained with 10,000 

iterations using the ResNet-50 architecture detects the 

invoice information and sender labels for SP1 with success 

rates of 57% and 48%, respectively, as seen in Figure 6. 

Due to the low iteration count, the barcode, logo, and 

receiver labels were either undetected or detected with low 

success rates and are therefore not shown. Similarly, when 

the same model was examined for SP2, it achieved success 

rates of 57%, 61%, and 37% for the invoice information, 

sender, and receiver labels, respectively. Since these rates 

were considered insufficient for the study, the model was 

further trained. During the training process, possible issues 

were monitored by analyzing the classification loss graph 

for the ResNet-50 model, which is presented in Figure 9. 

When examining Figure 9, the classification losses of 

the model initially decrease linearly. This indicates that the 

model has successfully learned and is able to detect the 

necessary regions with better performance. Looking at the 

rest of the graph, it can be observed that there is no 

linearity in the classification losses, with fluctuations of 

increasing and decreasing at various intervals. The 

classification loss values of the trained model vary 

between 0.02 and 1.0. It has been determined through the 

analysis that the lower this value, the more successful the 

learning process of the model is. Considering the obtained 

results, it is observed that there are no significant changes 

in the results after 50,000 iterations. Therefore, the training 

was completed in this way to avoid the model from 

overfitting. The success rates resulting from the model 

being trained at all the specified iteration numbers are 

individually listed in Table 5. 
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Figure 6. Object Detection Results (10.000 iteration) 

 
Figure 7. Object Detection Results (50.000 iteration) 

 
Figure 8. Object Detection Results (100.000 iteration) 
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Figure 9. Classification loss graph for ResNet-50 model. 

 

When examining Figure 9, the classification losses of 

the model initially decrease linearly. This indicates that the 

model has successfully learned and is able to detect the 

necessary regions with better performance. Looking at the 

rest of the graph, it can be observed that there is no 

linearity in the classification losses, with fluctuations of 

increasing and decreasing at various intervals. The 

classification loss values of the trained model vary 

between 0.02 and 1.0. It has been determined through the 

analysis that the lower this value, the more successful the 

learning process of the model is. Considering the obtained 

results, it is observed that there are no significant changes 

in the results after 50,000 iterations. Therefore, the training 

was completed in this way to avoid the model from 

overfitting. The success rates resulting from the model 

being trained at all the specified iteration numbers are 

individually listed in Table 5. 

Table 5. The object detection results of the model trained at all 
specified iteration values. 

Class 

Sample Picture 1 (%) Sample Picture 2 (%) 

10.00

0 

50.00

0 

100.00

0 

10.00

0 

50.00

0 

100.00

0 

Barcode - 84 84 - 85 85 

Invoice 

information 
57 96 96 57 97 97 

Logo - 62 61 - 64 64 

Sender company 48 86 86 
61, 

46 
94 94 

Recipient 
company 

- 50 50 37 58 60 

 
When the iteration number was increased up to 50,000, 

it can be seen from Table 5 that the accuracies of detecting 

the regions have also increased. However, it is understood 

that after 50k, the learning rate of the model generally did 

not change, and when it did, it showed an increase or 

decrease in the range of 1-2%. Since these rates are 

tolerable, they do not directly affect the text recognition 

and processing results. Of course, it is not enough to detect 

only these regions for the study. After these regions are 

detected, they are cropped and saved in the folder directory 

by the software. Even if these steps are successfully 

performed, there may still be some problems in the next 

process. For example, it is inevitable that there will be 

various corruptions due to scanning or shading problems 

in the official documents to be uploaded to the system. 

Therefore, it is necessary to determine and implement 

techniques that will minimize or eliminate these issues. 

 

Figure 10. Image preprocessing for barcode label 

 

Figure 11. Image preprocessing for invoice information 

When examining Figure 10 and Figure 11, it is observed 

that image preprocessing is very important to increase the 

efficiency of text recognition and processing software. 

Noise and distortions in the image prevent the OCR 
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software from accurately recognizing the text. With the 

developed image preprocessing technique, noise has been 

effectively removed from many images. As a result, the 

edges have been enhanced, the contrast has been adjusted, 

the curvatures have been corrected, and different lighting 

conditions have been minimized to make the images more 

suitable for text recognition. 

Furthermore, image preprocessing enhances the 

accuracy of OCR software by highlighting the differences 

between different font types. Particularly in the 

digitization of official documents using deep learning, 

image preprocessing is critical and increases the accuracy 

rate. 

5. Conclusion and Discussion 

Various steps such as machine learning, object 

detection, image processing, and OCR operations were 

performed in this study. As a result of these steps, some 

calculations that may vary were made. These calculations 

are visualized in Figure 12. The results obtained from the 

figure will be interpreted and evaluated in detail. 

 

 
Figure 12. Comparison of workforce and cost between personnel and Artificial Intelligence model. 

 
Assuming a monthly record of 30,000 official 

documents, based on the values shown in Figure 12, 

calculations are dependent on parameters such as 

completion time, daily working hours, and number of days 

worked per month, indicating that single personnel can 

process 2,112 documents per month. When the same 

parameters are applied to the AI model trained, a monthly 

average of 108,000 documents can be processed using the 

computer with the specifications listed in Table 3. This 

method results in clear time, cost, and workload savings. 

The method developed in the study is superior to similar 

applications due to its accuracy, effectiveness, 

applicability, and presentation of alternative methods. Its 

difference from previous studies lies in the maximum 

interaction of deep learning, image preprocessing, object 

detection, text recognition, and processing methods with 

each other.  

 This study is believed to contribute to the development 

of artificial intelligence applications in many fields, 

especially in IT and R&D departments. As a result, a 

multidisciplinary working environment will be created. It 

is anticipated that this project will serve as a great example 

for digital transformation efforts in the industry and will 

be one of the leading projects. 
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