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 There are many ocular diseases present in the world. These diseases may arise from factors such 

as genetic predisposition, environmental influences, and aging. In recent years, advancements in 
technology have facilitated the detection of ocular pathologies through machine learning 

techniques. Machine learning models can serve as decision support mechanisms in diagnostic 

scenarios. In this study, the aim is to detect ocular diseases using machine learning and deep 
learning techniques. To enhance the results obtained from classification with 4,217 images in the 

study, 705 images were added to the glaucoma class and 370 images were added to the Diabetic 

Retinopathy class. The supplemented dataset with additional images comprises a total of four 

classes. One class represents the control group and is labeled as "normal." The remaining three 
classes represent disease categories: Diabetic Retinopathy, Cataract, and Glaucoma. To extract 

deep features from the images, a pre-trained InceptionV3 model was utilized, resulting in 2048 

features extracted. These extracted features were then classified using Neural Network (NN), 

Logistic Regression (LR), k-Nearest Neighbors (k-NN), and Random Forest (RF) machine 
learning models. Before the dataset supplemented with additional images, the classification 

accuracies of the machine learning models were as NN 89.2%, LR 87.3%, k-NN 81.2%, and 

Random Forest 76.9%. Upon examining the classification accuracies after dataset supplemented 

with additional images, the following improvements were observed: NN 90.9% with a 1.7% 
increase, LR 90.2% with a 2.9% increase, k-NN 84.6% with a 3.4% increase, and Random Forest 

82% with a 5.1% increase. Performance evaluation was conducted using recall, precision, and F-

1 score metrics. Additionally, the learning performance of the machine learning models was 

assessed through Receiver Operating Characteristic (ROC) curves and Area Under Curve (AUC) 
values. 
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1. INTRODUCTION 

A delicate organ of our body which converts incoming 

light into nerve impulses is eye. These generated optic 

nerve signals are transmitted to the brain, where the 

process of vision is executed [1]. Numerous ocular 

diseases exist worldwide, stemming from various causes 

such as genetic predisposition, development due to any 

other disease, environmental factors, and aging. 

Conditions such as Diabetic Retinopathy (DR) can occur 

due to an increase in blood sugar levels, increasing age 

may lead to the development of Cataracts, and Glaucoma 

can arise from imbalances in intraocular pressure 

regulation. In recent years, advancements in various 

methods and technological techniques have enabled the 

analysis of images of diseased eyes, providing insights into 

the respective diseases. Following the analysis, structures 

were developed using machine learning techniques to 

enable the identification of potential small diagnostic 

points in the images examined by doctors, which might 

otherwise go unnoticed. The developed analyses serve as 

decision support mechanisms in diagnostic scenarios [2]. 

Disease detection algorithms play a significant role in 

early diagnosis of illnesses. The aim is to establish a 

disease detection framework using machine learning and 

deep learning methods to diagnose eye diseases early. 

Initially, the classification accuracies of a dataset 

containing 4,217 images were examined, and 

subsequently, supplementation of the dataset with 

additional images was employed to enhance the existing 

classification accuracies. 

Literature on the detection of eye diseases using deep 

learning and machine learning methods is provided below: 

Pan et al., reported focusing on two different diseases in 

their study: Macular Degeneration and Mosaic Fundus 

Disease. They indicated that they also ensured control by 

representing the Normal Fundus class. They reported 

https://doi.org/10.58190/imiens.2024.85
https://creativecommons.org/licenses/by-sa/4.0/
https://orcid.org/0009-0005-6988-3395
https://orcid.org/0000-0003-0611-3316


Kaya and Cinar, Intelligent Methods in Engineering Sciences 3(1): 037-045, 2024 

- 38 - 

 

classification accuracies of 93.81% and 91.76% using 

ResNet-50 and InceptionV3 architectures, respectively 

[3]. 

Bitto et al., focused on two different diseases in their 

study: Conjunctivitis and Cataract. They ensured control 

by representing the Normal class. They reported a 

classification accuracy of 97.08% using InceptionV3 [4]. 

Hameed et al., conducted a study on the classification of 

eye diseases using an 8-class dataset comprising a total of 

590 samples. They reported a classification accuracy of 

89.83% using backpropagation with a parabolic function 

based on a linear cyclic learning rate [5]. 

Smaida et al., obtained an accuracy of 76.42% using a 

dataset containing 1200 images in their study. After 

utilizing the Deep Convolutional Generative Adversarial 

Network (DCGAN) method to augment the image data, 

they reported an increased accuracy of 83.74% [6]. 

Ahmad et al., conducted a study using data consisting of 

360 labeled images to classify diseases on the outer part of 

the eye. They divided this dataset into four classes based 

on the affected part of the eye. They applied a hierarchical 

classification technique and reported a classification 

accuracy of 75.71% [7]. 

Wang et al., classified Macular Degeneration (MD) 

disease using a dual-stream CNN architecture. They 

utilized 2,379 images collected from the Department of 

Ophthalmology at Peking Union Medical College Hospital 

and reported a classification accuracy of 86% [8]. 

Hirota et al., used CNN models for glaucoma detection 

in 260 retinal images. Following classification, they 

reported an accuracy of 56% [9]. 

Sayres et al., conducted their study in two categories: 

eyes with DR (Diabetic Retinopathy) disease and eyes 

without DR disease. They utilized the EYEPACS dataset, 

which consists of 5 classes and a total of 1796 DR images. 

Using InceptionV4, they achieved a classification 

accuracy of 88.4% [10].  

Serener et al., utilized GoogleNet and ResNet to work 

on four different stages of Glaucoma. They conducted 

their study using a dataset consisting of 1544 images and 

reported a classification accuracy of 86% [11]. 

Islam et al., proposed a CNN model to classify eight 

ocular diseases by applying preprocessing to the images, 

including contrast-limiting histogram equalization. As a 

result of these processes, they reported a classification 

accuracy of 85% on the ODIR-19 dataset [12]. 

Lam et al., proposed the detection of Diabetic 

Retinopathy (DR) using GoogleNet and AlexNet. In their 

study, they obtained data with 5 classes from 

"kaggle.com". After applying data augmentation 

techniques to this dataset, they achieved an accuracy of 

75.50% [13]. 

Wang et al., conducted a study on the classification of 

DR stages using InceptionV3. They performed their study 

with a dataset comprising 166 images and 5 classes. They 

achieved an accuracy of 63.23% using the InceptionV3 

model [14]. 

Chen et al., applied InceptionV3 and data augmentation 

techniques for the detection of Diabetic Retinopathy (DR) 

using data obtained from "kaggle.com". After applying 

data augmentation, an accuracy of 80% achieved [15].  

A literature review revealed that no studies covered all 

four categories of diabetic retinopathy (DR), glaucoma, 

cataracts, and normal eyes. Focusing on these specified 

classes, we employed InceptionV3 deep learning model, to 

extract features. Subsequently, classification was 

performed using four distinct machine learning models for 

pre- and post- addition of images to the dataset used in the 

study. Comparative analysis of the results was conducted. 

The study is structured as follows: The second section 

encompasses the flowchart of the study, detailed 

information about the dataset utilized, explanations 

regarding the employed methodologies, and performance 

analysis techniques. The third section presents the 

experimental outcomes of the study. Finally, the fourth 

section elucidates the detailed results obtained from the 

study. 

2. Material and Methods 

The classification of diabetic retinopathy (DR), 

cataracts, glaucoma, and normal eyes were aimed in this 

study. To achieve this, the InceptionV3 model is retrained 

using transfer learning for images in the dataset before and 

after the dataset supplemented with additional images. The 

trained InceptionV3 model was utilized to extract 2048 

image features. These features, obtained with the 

contribution of InceptionV3, were then employed in 

conjunction with machine learning models including 

logistic regression (LR), neural networks (NN), k-nearest 

neighbors (k-NN), and random forest algorithms for 

classification. During the study, cross-validation was 

employed to measure performance. Furthermore, precision 

and F1 score metrics were used alongside recall for 

analyzing and recording the performance of the models at 

the conclusion of the study. Throughout the study, ROC 

curves and AUC curves were employed to compare the 

learning performance of the LR, NN, k-NN, and Random 

Forest models. The flowchart of the study is provided in 

Figure 1. 
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Figure 1. Classification Process Flow Diagram 

 

2.1. Dataset Description 

In this study, various eye diseases including diabetic 

retinopathy (DR), glaucoma, cataracts, and normal 

conditions were divided into four classes. Three different 

datasets were amalgamated for the study, all obtained from 

the "kaggle.com" platform [16-18]. Following the 

consolidation of datasets, the dataset comprises 1468 

images for the DR class, 1712 images for the glaucoma 

class, 1038 images for the cataract class, and 1074 images 

representing the normal class. Table 1 provides the number 

of images for each class and their respective increments. 

 

 

 

 

Table 1. Before and After Adding Additional Images to The 
Dataset: Data Counts 

Before Additional Images After Additional Images 

Classes 
Number of 

total Images 
Classes 

Number of 

total Images 

Normal Eye 1074 Normal Eye 1074 

Glaucoma 1007 Glaucoma 1712 

Cataracts 1038 Cataracts 1038 

DR 1098 DR 1468 

2.2. Machine Learning Models 

The logistic regression (LR), neural network (NN), k-

nearest neighbors (k-NN), and random forest (RF) models, 

frequently employed in the literature for the classification 

of eye diseases, have been applied. Detailed information 

regarding these models provided in the subsequent 
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subsections.  

2.2.1. Logistic Regression (LR) 

One of the most popular machine learning models, 

logistic regression (LR) is a widely used statistical model. 

Its primary aim is to focus on two different variables, 

where one is the dependent variable, and the other is the 

independent variable. LR aims to discern any relationship 

between these two variables. Unlike other models, LR 

does not require variables to follow a normal distribution 

[19, 20]. Since probabilities are estimated, this model has 

a limit between 0 and 1. This limitation arises from LR 

making predictions based on probabilities [21]. 

2.2.2. Neural Network (NN) 

Neural networks (NN), an artificial intelligence model, 

algorithms that prioritize recognizing patterns in data 

similar to the human brain [22]. This algorithm relies on 

three main layers: input, hidden, and output. These layers 

consist of activation functions, weight functions, and 

interacting neurons [23]. The training of the model utilizes 

the backpropagation method [24]. 

2.2.3. k-Nearest Neighbors (k-NN) 

The k-nearest neighbors (k-NN) model is a popular 

machine learning model. Instead of learning from training 

data, k-NN performs classification by memorizing it. It 

conducts the classification process by searching for the 

nearest neighbors of the data and categorizing them 

accordingly. During the execution of the algorithm, a value 

is computed for k, representing the number of neighbors. 

Each data point arriving for testing is calculated, and it is 

assigned to the appropriate class [25, 26]. 

2.2.4. Random Forest (RF) 

Random Forest (RF) is a classification model consisting 

of multiple Decision Trees (DT). Each DT provides a 

classification process for the inputs to make a new 

classification. Subsequently, RF evaluates these 

classifications and selects the estimate with the highest 

accuracy [27]. RF has the capability to handle numerous 

variables in a dataset and is also a successful model in 

predicting missing data. Its major drawback lies in its lack 

of reproducibility. Additionally, interpreting the final 

model and subsequent results can be challenging due to its 

inclusion of multiple independent decision trees [28, 29]. 

2.3. Convolutional Neural Network (CNN) 

CNN, which has many variations in the literature, is a 

deep learning architecture containing multiple layers. 

Activation maps in the layers are associated with input 

images. While the initial layers typically represent low-

level features, subsequent layers often contain 

intermediate and high-level features. It has been observed 

multiple times that CNNs are used both as feature 

extractors and classifiers in classification structures [30-

32]. 

2.4. InceptionV3 

InceptionV3 is a comprehensive deep learning model 

comprising a total of 48 layers. The input layer of this 

model has image dimensions of 299 x 299. The 

architecture of InceptionV3 consists of both symmetric 

and asymmetric structures incorporating convolutional, 

pooling, dropout, and fully connected layers. Trained for 

the ImageNet competition in 2014, InceptionV3 is a 

sophisticated deep learning model developed for the 

purpose of object recognition [33, 34].  

Within the additional images added to the dataset, a total 

of 5292 images were employed, yielding 2048 features 

extracted post-training via InceptionV3. Figure 2 [35] 

illustrates the architecture and processing pipeline of the 

InceptionV3 model utilized for feature extraction from 

images. 

 

Figure 2. InceptionV3 Architecture  

2.5. Confusion Matrix and Performance Metrics 

The confusion matrix is employed for performance 

analysis of a generated or pre-existing model's 

classification predictions. This performance assessment is 

depicted by the confusion matrix, a matrix structure 

containing information about the classification predictions 

made by the model on test data post-training and related to 

the main classes [36]. For example, Table 2 below presents 
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a confusion matrix and its corresponding values. The 

confusion matrix consists of four different parameters: 

True Positive (TP), False Positive (FP), False Negative 

(FN), and True Negative (TN). In the positive section, true 

positives indicate correct classifications, while true 

negatives indicate correct classifications for that class. 

Additionally, instances of positive classes classified as 

false negatives are referred to as false negatives, whereas 

instances of negative classes classified as false positives 

are referred to as false positives [37]. 

Table 2. Two-Classed Confusion Matrix 
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In binary classification performance analyses, criteria 

such as Accuracy, F1-Score, Precision, Recall, and 

Specificity are employed, with calculation formulas 

provided in Table 3. The Receiver Operating 

Characteristic (ROC) curve is commonly employed to 

evaluate the performance of models post-training. When 

assessing the model's performance, the ROC curve 

approaches the top-left corner. Calculating the area under 

the ROC curve allows for the analysis of the model's 

predictive power. The area under the ROC curve is 

determined using the AUC, which ranges between 0 and 1 

[38]. Table 3 illustrates the performance evaluation 

metrics for both binary and multiclass structures, along 

with the calculation formulas associated with these metrics 

[39]. 

Table 3. Performance Evaluation Metrics of Two-Class and 
Multi-Class Structures 

Metrics Two-Class Formula Multi-Class Formula 

Accuracy 
tp +  tn

tp + tn +  fp +  fn
 

∑
tp𝒾+tn𝒾
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Precision 
tp

tp +   fp
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ı
 

 

Recall 
tp

tp +  fn
 

∑
tp𝒾
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ı
 

2.6. Cross Validation 

Cross-validation with the argument K is a commonly 

used statistical method to evaluate the overall performance 

of models [40]. It divides the dataset into K equally sized 

folds, where one-fold is used as the test data and the rest 

as training data [41]. This splitting process is repeated for 

the number entered into the K argument. After repetition, 

the results are averaged [42], thus providing a measure of 

the average model performance [43]. Using the K 

argument to define the number 10, the dataset was divided 

into 10 equal parts, as illustrated in Figure 3, and the cross-

validation method was applied. 

 

Figure 3. An Analysis of Cross Validation for K = 10 

3. Experimental Results 

Before supplemented the dataset with additional 

images, 4217 images were used, and post-training with the 

deep learning model InceptionV3, 2048 features were 

obtained. These features were then classified using 

machine learning models such as NN, LR, k-NN, and RF. 

Figure 4 illustrates the confusion matrix of the 

classification performance conducted with the NN model 

using the 2048 features obtained from InceptionV3, a deep 

learning model, prior to data image addition. 

 

Figure 4. Confusion Matrix of NN Model Before Image 
Addition 
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The confusion matrix of the data predicted by the NN 

model on a class-by-class basis before image addition is 

depicted in Figure 4. Within this matrix, 27 images 

belonging to the Normal class were misclassified as 

cataracts. Additionally, 47 images that should have been 

classified as belonging to the Glaucoma class were 

mistakenly classified as cataracts. Furthermore, 3 images 

that should have belonged to the DR class were incorrectly 

predicted as cataracts. 

 

Figure 5. Confusion Matrix of LR Model Before Image 
Addition 

The confusion matrix of the data predicted by the LR 

model on a class-by-class basis before image addition is 

depicted in Figure 5. Within this matrix, 27 images 

belonging to the Normal class were misclassified as 

cataracts. Moreover, 61 images that should have been 

classified as belonging to the Glaucoma class were 

mistakenly classified as cataracts. Additionally, 5 images 

that should have belonged to the DR class were incorrectly 

predicted as cataracts. 

 

Figure 6. Confusion Matrix of k-NN Model Before Image 
Addition 

The confusion matrix of the data predicted by the k-NN 

model on a class-by-class basis before image addition is 

depicted in Figure 6. Within this matrix, 50 images 

belonging to the Normal class were misclassified as 

cataracts. Additionally, 88 images that should have been 

classified as belonging to the Glaucoma class were 

mistakenly classified as cataracts. Furthermore, 9 images 

that should have belonged to the DR class were incorrectly 

predicted as cataracts. 

 

Figure 7. Confusion Matrix of RF Model Before Image 
Addition 

The confusion matrix of the data predicted by the 

Random Forest model on a class-by-class basis before 

image addition is depicted in Figure 7. Within this matrix, 

41 images belonging to the Normal class were 

misclassified as cataracts. Moreover, 93 images that 

should have been classified as belonging to the Glaucoma 

class were mistakenly classified as cataracts. Additionally, 

9 images that should have belonged to the DR class were 

incorrectly predicted as cataracts.  

 

Figure 8. Confusion Matrix of NN Model After Image Addition 

The confusion matrix of the data predicted by the NN 

model on a class-by-class basis after image addition is 

depicted in Figure 8. Within this matrix, 31 images 

belonging to the Normal class were misclassified as 

cataracts. Additionally, 54 images that should have been 

classified as belonging to the Glaucoma class were 

mistakenly classified as cataracts. Furthermore, 4 images 

that should have belonged to the DR class were incorrectly 

predicted as cataracts.  

 

Figure 9. Confusion Matrix of LR Model After Image Addition 

The confusion matrix of the data predicted by the LR 

model on a class-by-class basis after image addition is 

depicted in Figure 9. Within this matrix, 4 images that 

should have belonged to the DR class were incorrectly 

predicted as cataracts. Additionally, 54 images that should 

have been classified as belonging to the Glaucoma class 

were mistakenly classified as cataracts. Furthermore, 31 

images belonging to the Normal class were misclassified 

as cataracts.  

 

Figure 10. Confusion Matrix of k-NN Model After Image 
Addition 
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The confusion matrix of the data predicted by the k-NN 

model on a class-by-class basis after image addition is 

depicted in Figure 10. Within this matrix, 6 images that 

should have belonged to the DR class were incorrectly 

predicted as cataracts. Additionally, 97 images that should 

have been classified as belonging to the Glaucoma class 

were mistakenly classified as cataracts. Furthermore, 51 

images belonging to the Normal class were misclassified 

as cataracts.  

 

Figure 11. Confusion Matrix of RF Model After Image 
Addition 

The confusion matrix of the data predicted by the 

Random Forest model on a class-by-class basis after image 

addition is depicted in Figure 11. Within this matrix, 9 

images that should have belonged to the DR class were 

incorrectly predicted as cataracts. Additionally, 99 images 

that should have been classified as belonging to the 

Glaucoma class were mistakenly classified as cataracts. 

Furthermore, 43 images belonging to the Normal class 

were misclassified as cataracts. 

Table 4. Performance Metrics Results for Machine Learning 
Models Before Image Addition 

 Accuracy F-1 Score Precision Recall AUC 

NN %89.2 %89.2 %89.2 %89.2 %98.2 

LR %87.3 %87.3 %87.3 %87.3 %97.8 

k-NN %81.2 %81.2 %81.4 %81.2 %95.1 

RF %76.9 %76.9 %77 %76.9 %92.8 

As seen in Table 4, before image addition, NN achieved 

a classification accuracy of 89.2%, LR achieved 87.3%, k-

NN achieved 81.2%, and RF achieved 76.9%. While 

analyzing the classification accuracies, it is evident that the 

NN model achieved a higher classification accuracy 

compared to the other models. 

Table 5. Performance Metrics Results for Machine Learning 
Models After Image Addition 

 Accuracy F-1 Score Precision Recall AUC 

NN %90.9 %90.9 %90.9 %90.9 %98.7 

LR %90.2 %90.2 %90.2 %90.2 %98.5 

k-NN %84.6 %84.7 %85 %84.6 %96.5 

RF %82 %81.9 %81.9 %82 %95.4 

As shown in Table 5, after image addition, NN achieved 

a classification accuracy of 90.9%, LR achieved 90.2%, k-

NN achieved 84.6%, and RF achieved 82%. Upon 

examining the classification accuracies, it is observed that 

the NN model has a higher classification accuracy 

compared to the others. 

Since the NN and LR machine learning models yielded 

the highest results in the study, the focus will be on these 

two machine learning models, NN and LR. ROC curves 

were used to analyze the classification performances and 

are shown in Figure 12. The NN model is represented in 

pink, the LR model in green, the k-NN model in orange, 

and the Random Forest model in purple. 

Upon reviewing Figure 12, it can be discerned that in all 

ROC curves, the NN model exhibits higher sensitivity 

compared to the other models. Upon closer inspection, 

while LR and NN models have very similar ROC curves 

in the Normal, Cataract, and Diabetic Retinopathy classes, 

it can be observed that the NN model has significantly 

higher sensitivity in the Glaucoma class. 

4. Conclusion 

Within the research deep features were obtained using 

the CNN-based InceptionV3 model to detect various eye 

diseases, and four different machine learning models were 

employed for the classification of these features. The 

dataset consisted of pre-labelled 4217 images and 

comprised four classes: DR, Cataract, Glaucoma, and 

Normal, with the Normal class representing the control 

group. 

In the initial stage, classification was conducted using 

the deep features obtained with the InceptionV3 model 

before resorting to image addition. According to the 

obtained results, the highest classification accuracy was 

achieved by the NN model at 89.2%, followed by the LR 

model at 87.3%, the k-NN model at 81.2%, and the 

Random Forest model at 76.9%. Subsequently, 705 

additional images were added to the Glaucoma class and 

370 to the DR class in the existing dataset. After the 

addition of images, the total number of images reached 

5292. Following this, 2048 features per image were again 

extracted using the InceptionV3 model, and these features 

were classified using the machine learning models, NN, 

LR, k-NN, and Random Forest. 

When comparing the performance metrics obtained 

before and after image addition to the dataset, it was 

observed that the supplementation of the dataset with 

additional images, the dataset improved the classification 

accuracy of the machine learning models. The NN model 

achieved the highest classification accuracy at 90.9% with 

a 1.7% increase, the LR model achieved a classification 

accuracy of 90.2% with a 2.9% increase, the k-NN model 

achieved a classification accuracy of 84.6% with a 3.4% 

increase. As for the Random Forest model, it achieved a 

classification accuracy of 82% with a 5.1% increase. 

 



Kaya and Cinar, Intelligent Methods in Engineering Sciences 3(1): 037-045, 2024 

- 44 - 

 

 

Figure 12. ROC Curves of NN, LR, k-NN and RF Machine Learning Models After Image Addition 

For the overall performance evaluation of the study, 

recall, precision, and F-1 score methods were used. 

Additionally, the learning performance of the machine 

learning models was assessed by examining ROC curves 

and AUC values. For the image addition to the dataset, the 

NN model achieved F-1 score, precision, and recall values 

of 90.5%, while the LR model achieved 90.01% for all 

these metrics. As for the k-NN model, it attained an F-1 

score of 84.7%, precision of 85%, and recall of 84.6%. 

Finally, the Random Forest model obtained an F-1 score, 

precision, and recall values of 81.9%. 

In conclusion, it is anticipated that the methods 

implemented in the researches can be further developed 

and applied in the detection process of various eye 

diseases. These findings underscore the potential of 

artificial intelligence-supported techniques in the process 

of visual diagnosis. Furthermore, future research efforts 

could focus on increasing the dataset further and 

enhancing model developments. 
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