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 This article comprehensively examines the use of machine learning algorithms to predict and 

reduce student dropout rates. These methods, developed to monitor and support student 

achievement in education, also aimed to enhance success rates in education and ensure more 
effective student engagement in the learning process. Big data analysis and machine learning 

models provide important contributions to the development of strategic solutions to the problem 

of school dropout by predicting student movements and trends. This study uses a dataset consisting 
of 4424 student data and has 37 features. The dataset is divided into three classes: "Dropout", 

"Enrolled" and "Graduate" according to the students' school dropout status. Decision Tree (DT), 

Random Forest (RF) and Artificial Neural Network (ANN) competitions, which are frequently 

used in such training studies in the literature, are aimed at this dataset. According to the obtained 
operations, DT showed moderate performance with an accuracy rate of 70.1%.  The RF algorithm 

showed higher success with an accuracy rate of 75.5%. The highest success was achieved by the 

ANN algorithm with an accuracy rate of 77.3%. ANN's flexible structure has produced superior 

results compared to other algorithms for this dataset, its ability provide successful classification in 
complex datasets. The article ultimately demonstrates how machine learning-based prediction 

models can have a significant impact on student achievement and offer a powerful tool for 

reducing school dropouts. 
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1. Introduction 

School dropouts are a complex problem that deeply 

affects individuals and society. Factors such as 

socioeconomic status, psychological distress and 

educational background play a significant role in this 

process [1-2]. Students may withdraw from education due 

to economic difficulties [3]; child labor [4] and early 

marriage [5]. Dropout risk is also increased by academic 

failure and lack of motivation [6].  

Demographic factors also play a significant role in 

school dropout. Gender, age [7], ethnicity and immigration 

status [8] influence students' retention. Especially female 

students are at risk of dropping out due to early marriages 

and societal pressures [9], whereas male students are at 

risk due to economic factors [10]. Language and cultural 

barriers [11] may disadvantage immigrant students. 

To prevent school dropouts, flexible education models, 

guidance, and psychosocial support are essential. In 

addition, students' retention in education can be supported 

by ensuring the more active participation of families in the 

process through family education and awareness 

campaigns. The measures will increase social welfare and 

individuals' education [12-13]. 

Student dropout rates are a major problem globally. 

School dropout not only affects academic achievements, 

but also has serious consequences on social development 

and economic growth.  This problem is especially common 

among disadvantaged groups such as children from low-

income families, ethnic minorities and immigrant students. 

Identifying the factors that lead to school dropout is critical 

for the development of effective strategies to combat this 

problem. While traditional methods provide significant 

data on school dropout rates, machine learning algorithms 

allow us to understand this problem more 

comprehensively and in depth. 

Machine learning (ML) has become a powerful tool for 

predicting school dropout rates by performing complex 

analyses on large datasets [14]. This study aims to reveal 

how machine learning algorithms can be used to determine 

school dropout rates. Traditional statistical methods often 

work with limited datasets and fixed modeling approaches, 

while machine learning (ML) algorithms can process 

large-scale datasets and make more accurate predictions 

[15]. Techniques such as machine learning, deep learning, 

and natural language processing provide effective 

solutions for identifying the risk of school dropout by 
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analyzing student performance, behaviors, and social 

interactions in the educational process [16-17]. 

Machine learning algorithms identify high-risk student 

groups by observing student behaviors and trends [18]. 

Supervised learning methods can provide significant 

insights into educational deficiencies and the factors that 

contribute to students' tendencies to drop out of school 

[19]. However, owing to deep learning algorithms, data 

can be processed to be analyzed in more depth, such as 

students' intra-school social interactions and psychological 

states. This, in turn, reveals the fact that not only academic 

failure, but also social and emotional factors can contribute 

to school dropout [20]. 

This article provides a comprehensive review of how 

machine learning algorithms can be used to predict and 

reduce student dropout rates. Machine learning algorithms 

will help students be more involved in educational 

processes by ensuring the more efficient use of student 

tracking and support mechanisms in education. Big data 

analysis and machine learning-based prediction models 

will contribute to the development of more effective 

strategies for solving school dropout problems in 

education. 

2. Material and Method 

In this section, the dataset used in the study, the machine 

learning algorithms applied and the performance metrics 

used to evaluate these models are mentioned. The general 

structure and functioning of the study are shown in a flow 

diagram in Figure 1. 

2.1. Student Dropout Dataset  

The student dropout dataset used in this study consists 

of 37 features and was created by obtaining 4424 students. 

In this dataset, students' drop-out status is divided into 

three classes: "Dropout", "Enrolled" and "Graduate". The 

dataset is used to better understand and predict the dropout 

status of students. Table 1 gives the dataset and value 

properties [21]. 

 

 

 

 

Figure 1. Flow diagram of the Study 
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Table 1. Student Dropout Dataset Features. 

Attributes Values 

Marital status 1 - 6 

Application mode 1 - 57 

Application order 0 - 9 

Course 33 - 9991 

Daytime/evening attendance 0 – 1 

Previous qualification 1 – 43 

Previous qualification (grade) 95 – 190 

Nacionality 1 – 109 

Mother's qualification 1 – 44 

Father's qualification 1 – 44 

Mother's occupation 0 – 194 

Father's occupation 0 – 195 

Admission grade 95 – 190 

Displaced 0 – 1 

Educational special needs 0 – 1 

Debtor 0 – 1 

Tuition fees up to date 0 – 1 

Gender 0 – 1 

Scholarship holder 0 – 1 

Age at enrollment 17 – 70 

International 0 – 1 

Curricular unit 1st sem. (credited) 0 – 20 

Curricular unit 1st sem. (enrolled) 0 – 26 

Curricular unit 1st sem. (evaluations) 0 – 45 

Curricular unit 1st sem. (approved) 0 – 26 

Curricular unit 1st sem. (grade) 0 – 18.875 

Curricular unit 1st sem. (without evaluations) 
0 – 12 

Curricular unit 2nd sem. (credited) 0 – 19 

Curricular unit 2nd sem. (enrolled) 0 – 23 

Curricular unit 2nd sem. (evaluations) 

0 – 33 

Curricular unit 2nd sem. (approved) 0 – 20 

Curricular unit 2nd sem. (grade) 0 – 18.571 

Curricular unit 2nd sem. (without 

evaluations) 

0 – 12 

Unemployment rate 7.6 – 16.2 

Inflation rate -0.8 – 3.7 

GDP -4.06 – 3.51 

Class 

Dropout 

Enrolled 

Graduate 

 

2.2. Performance Measure 

The performance metrics used to evaluate the machine 

learning models employed in this study are discussed. In 

such studies, performance metrics are derived from the 

confusion matrix obtained for machine learning 

algorithms. Confusion matrices vary according to the 

nature of the data and the output features, categorized into 

two-class and multi-class outputs. Table 2 presents the 

confusion matrix and its explanations for the two-class 

output case. 

 

Table 2. Two-Class Confusion Matrix and Explanations 

 

Predicted 

Positive Negative 

A
c
tu

a
l Positive TP FN 

Negative FP TN 

True Positive (TP): The cases in which the model correctly predicts 

the positive class. 

True Negative (TN): The cases in which the model correctly predicts 

the negative class. 

False Positive (FP): The cases in which the model predicts the 

negative class as positive  

False Negative (FN): The cases in which the model predicts the 

positive class as negative 

 
The dataset used in this study consists of three classes: 

“Dropout”, “Enrolled”, and “Graduate”. The confusion 

matrix corresponding to these outputs is presented in Table 

3. Using Table 3, the resulting confusion matrix and the 

values to be used in the calculations are provided in Table 

4. 

 

Table 3.  Three-Class Student Dropout Dataset Confusion 
Matrix 

 
Predicted 

Dropout Enrolled Graduate 

A
c
tu

a
l 

Dropout T1 F12 F13 

Enrolled F21 T2 F23 

Graduate F31 F32 T3 

 

Table 4.  Multi-Class Confusion Matrix 

Dropout Enrolled Graduate 

TP1=T1 TP2 = T2 TP3 = T3 

TN1=T2+T3+F23+

F32 

TN2 = T1 + T3 + F21 + 

F23 

TN3 = T1 + T2 + F12 + 

F21 

FP1=F21+F31 FP2 = F12 + F32 FP3 = F13 + F23 

FN1=F12+F13 FN2 = F21 + F23 FN3 = F31 + F32 

 
Performance metrics are criteria used to measure how 

successful a system, model, or process is. These metrics 

are critical for assessing how closely specific goals are 

approached and the effectiveness of the work done. 

Among the most fundamental performance metrics are 

criteria such as accuracy, precision, recall, and F-score 

[22]. Table 5 includes the formulas and descriptions of the 

performance metrics used. 
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Table 5.  Formulas and Explanations of the Performance 
Metrics Used 

Metric Formula Definition 

Accuracy 
TP +  TN

TP +  FP +  FN +  TN
× 100 

It is a fundamental 

performance metric 

that expresses the 

ratio of correct 

predictions among 

all predictions made 

by a model. 

Precision 
TP 

TP +  FP
× 100 

It is a performance 

metric that shows 

how many of a 

model's positive 

predictions are 

actually correct and 

critical in situations 

where false 

positives are 

significant. 

Recall 
TP

TP +  FN
× 100 

It is a performance 

metric that indicates 

how well a model 

captures true 

positives and is 

critical in situations 

where false 

negatives are 

significant. 

F-score 
2 × TP 

2 × TP + FP +  FN 
× 100 

The F-score is a 

performance 

measure that 

balances precision 

and recall metrics, 

considering the 

harmony between 

these two metrics 

when evaluating the 

overall performance 

of the model. 

2.3. Cross Validation 

It is an important method used to assess machine 

learning model generalization ability. It is designed to 

measure not only the model's performance on a training set 

but also how well it performs on newly collected, 

untrained data. Cross-validation divides the dataset into a 

specified number of subsets, and each subset is used as a 

test set in turn, while the remaining subsets are used to 

train the model. This process is repeated until each subset 

is selected as the test set. This way, each data point in the 

model is used for both training and testing. However, a 

different portion of the data is tested in each iteration. The 

most used cross-validation type is known as k-fold cross-

validation. In this method, the dataset is divided into 'k' 

numbers of 'subsets,' and the model is tested with one of 

these subsets in each iteration while trained with the 

remaining 'k-1' subsets. The results are calculated by 

taking the average of the performance metrics obtained at 

the end of each iteration. This approach provides a more 

reliable assessment of the model's overall performance by 

reducing randomness and imbalance issues in the dataset 

[23-24]. Due to the dataset used in the study consisting of 

4424 data points and the large number of data, the k-fold 

value was chosen and applied as 10. Figure 2 shows 10-

fold cross-validation. 

 

Figure 2. 10-fold Cross Validation 

2.4. Development of Machine Learning Algorithms 

In the literature, DT, RF, and ANN algorithms, 

commonly used in educational studies, have been applied 

to the student dropout dataset. These algorithms are among 

the powerful methods frequently used for classifying 

student achievement status and educational data, 

especially for evaluating classification performance in 

complex datasets. The study explains these algorithms. 

 

2.4.1. Decision Tree (DT) Algorithm 

DT is a popular artificial intelligence and machine 

learning model used for making decisions within a dataset. 

It resembles a tree structure, branching out from a root 

node. Each node makes a decision based on a specific 

feature, and the branches represent possible outcomes. 

When the final leaf nodes are reached, the model provides 

a classification or regression result. This model is quite 

useful for visualizing and understanding data, as each 

decision step can be clearly traced [25-27]. 

DT are an effective tool, especially in classification and 

regression problems. In classification problems, while 

dividing the data into predetermined classes, numerical 

values are estimated in regression problems. One of its 

advantages is that it can work quickly even on large and 

complex datasets [27]. However, over-branching can 

cause overfitting. Therefore, parameters such as tree depth 

should be carefully adjusted [28-29]. Table 6 shows the 

DT algorithm parameters and values. 

Table 6. Parameters and Values of DT Algorithm 

Parameters Values 

Minimum number of instances in leaves 2 

Do not split subsets smaller than 5 

Limit the maximal tree depth to 100 

 

2.4.2. Random Forest (RF) Algorithm 

RF is a powerful machine learning algorithm created by 

combining multiple DT. It was developed to reduce 
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overfitting, one of DTs' weaknesses. RF trains each DT on 

a different subset of data and a subset of features, and then 

aggregates the predictions from all the trees [30]. This 

approach helps achieve more balanced and accurate results 

by reducing individual trees' errors [31-33]. 

RFs have a wide range of applications in classification 

and regression problems. Each tree makes its own 

prediction, and the final prediction is obtained by majority 

voting in classification problems or by averaging in 

regression problems. One of the advantages of RF is its 

ability to provide high accuracy and robustness to outliers 

in the dataset. Additionally, it can indicate the importance 

of features, showing which factors contribute most to the 

outcome. However, as the model complexity increases, 

interpretability may decrease [34-35]. Table 7 presents the 

RF algorithm parameters and values. 

Table 7. Parameters and Values of RF Algorithm 

Parameters Values 

Number of trees 10 

Number of attributes considered at each split 5 

Limit depth of individual trees 3 

Do not split subsets smaller than 5 

 

2.4.3. Artificial Neural Network (ANN) Algorithm 

ANNs are machine learning models inspired by 

biological neural systems. ANNs rely on the principle that 

a large number of simple computational units (neurons) 

come together to solve complex problems, similar to how 

neurons in the human brain operate [30]. An ANN 

typically consists of an input layer, one or more hidden 

layers, and an output layer. The neurons in each layer are 

interconnected through weights and activation functions, 

processing information through these connections [33, 36-

37]. 

ANNs are utilized in various fields such as 

classification, regression, image recognition, audio 

processing, and natural language processing. These 

networks can learn complex relationships within data and 

make predictions about new data. One of the greatest 

advantages of ANNs is their ability to learn non-linear 

relationships, allowing them to solve many complex 

problems [38-39]. Table 8 presents the ANN algorithm 

parameters and values. 

Table 8. Parameters and Values of ANN Algorithm 

Parameters Values 

Neurons in hidden layers 100 

Activation Fuction Logistic 

Solver Adam 

Regularization a=0 

Maximal number of iterations: 200 

 

3. Result and Discussion 

In this section, confusion matrices for the machine 

learning algorithms applied to the student dropout dataset, 

specifically for DT, RF and ANN have been obtained. The 

results of these matrices have been evaluated. 

3.1. Classification Result Made with DT Algorithm 

DT algorithm has been applied to the Student Dropout 

dataset, resulting in the confusion matrix shown in Table 

9. Upon examining the confusion matrix: 

• DT algorithm made 1050 correct predictions for the 

Dropout class. However, 174 students were 

misclassified as Enrolled, and 197 students were 

misclassified as Graduate. In total, there were 371 

incorrect predictions for this class, resulting in a 

moderate accuracy rate. 

• For the Enrolled class, 319 correct predictions were 

made, but 237 students were incorrectly classified as 

Dropout, and 238 students as Graduate. A total of 475 

misclassifications occurred in this class, indicating 

that the model exhibits poor performance in the 

Enrolled class. 

• In the Graduate class, the model achieved high 

accuracy with 1732 correct predictions. However, 

206 students were incorrectly predicted as Dropout 

and 271 as Enrolled. There was a total of 477 

misclassifications in the Graduate class, but the 

overall accuracy for this class can be considered high. 

While the DT algorithm demonstrates strong 

performance in the Graduate class, it shows low 

performance in the Enrolled class. For the Dropout class, 

the accuracy rate is reasonable, although misclassifications 

remain present. 

Table 9. Confusion Matrix of Classifications Performed by the 
DT Algorithm 

DT 
Predicted 

Dropout Enrolled Graduate 

A
c
tu

a
l 

Dropout 1050 174 197 

Enrolled 237 319 238 

Graduate 206 271 1732 

 

3.2. Classification Result Made with RF Algorithm 

RF algorithm has been applied to the Student Dropout 

dataset, resulting in the confusion matrix shown in Table 

10. Upon examining the confusion matrix: 

• In the Dropout class, the model correctly predicted 

1079 students as "Dropout," but misclassified 123 

students as "Enrolled" and 219 students as 

"Graduate." This indicates that while the overall 

performance for the Dropout class is good, 342 

students were incorrectly classified. 

• The Enrolled class appears to be the most challenging 
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for the model. There were 276 correct predictions for 

this class; however, 199 students were misclassified 

as "Dropout" and 319 students as "Graduate." This 

high error rate suggests that the model struggles to 

accurately learn the Enrolled class. 

• In the Graduate class, the model made 1984 correct 

predictions. However, 89 students were incorrectly 

classified as "Dropout" and 136 as "Enrolled." This 

indicates that the model performs quite well in the 

Graduate class, although some misclassifications are 

still present. 

RF algorithm generally demonstrates that the model is 

highly successful in the “Graduate” class, while there is a 

significant need for improvement in the “Enrolled” class. 

Although the overall performance in the “Dropout” class 

is acceptable, some misclassifications are noteworthy. 

Table10. Confusion Matrix of Classifications Performed by the 
RF Algorithm 

RF 
Predicted 

Dropout Enrolled Graduate 

A
c
tu

a
l Dropout 1079 123 219 

Enrolled 199 276 319 

Graduate 89 136 1984 

3.3. Classification Result Made with ANN Algorithm 

ANN algorithm has been applied to the Student Dropout 

dataset, resulting in the confusion matrix shown in Table 

11. Upon examining the confusion matrix:  

• In the “Dropout” class, the model made 1101 correct 

predictions. However, 142 students have been 

misclassified as “Enrolled” and 178 students as 

“Graduate”. This indicates that there were 320 

misclassifications in the “Dropout” class, suggesting 

that the model's performance in this class is at a 

moderate level. While the model learns the 

“Dropout” class well, there are still a significant 

number of incorrect predictions. 

• In the “Enrolled” class, the model's performance is at 

its weakest level. Only 307 correct predictions were 

made, while 487 students were misclassified (179 

predicted as “Dropout” and 308 as “Graduate”). This 

high error rate indicates that the model struggles to 

distinguish the “Enrolled” class. Improvement and 

optimization strategies are needed for the model to 

learn this class better. 

• In the “Graduate” class, the model made 2012 correct 

predictions and only 197 misclassifications. This 

result indicates that the model is highly successful in 

the “Graduate” class, accurately classifying students 

in this category. 

While the ANN algorithm has achieved high accuracy 

in the “Graduate” class, it has exhibited a noticeable failure 

in the “Enrolled” class. For the “Dropout” class, however, 

an acceptable performance level has been observed. 

Table 11. Confusion Matrix of Classifications Performed by the 
ANN Algorithm 

ANN 
Predicted 

Dropout Enrolled Graduate 

A
c
tu

a
l 

Dropout 1101 142 178 

Enrolled 179 307 308 

Graduate 74 123 2012 

4. Conclusion 

Three machine learning algorithms were applied to the 

student dropout dataset, which consists of 4424 instances. 

These algorithms include DT, RF and ANN. The results of 

the applied algorithms in terms of accuracy, precision, 

recall, and F-score are presented in Table 12. Additionally, 

the graphical results of these machine learning algorithms 

are illustrated in Figure 3. 

 

Table 12. Results of Machine Learning Algorithms 

Model Accuracy Precision Recall F-score 

DT 70.1 70.0 70.1 70.0 

RF 75.5 73.9 75.5 74.2 

ANN 77.3 76.0 77.3 76.2 

 

 

Figure 3. Graphical Results of Machine Learning Algorithms 

DT algorithm has an accuracy rate of 70.1%. Its 

precision value is 70.0%, recall is 70.1%, and F-score is 

70.0%. RF algorithm demonstrates a higher performance 

than DT, with an accuracy of 75.5%. Its precision value is 

73.9%, recall is 75.5%, and F-score is 74.2%. ANN 

algorithm shows the highest performance, achieving an 

accuracy rate of 77.3%. The precision is recorded at 

76.0%, recall at 77.3%, and F-score at 76.2%.  

Given these results, it is evident that the performance of 

different machine learning algorithms can vary depending 

on the dataset complexity. DT a simple and interpretable 

algorithm, exhibits limited performance, especially in 

complex classification problems. In contrast, RF 

algorithm, by aggregating multiple decision trees, is more 

generalizable and achieves better results than DT. ANN 

algorithm has demonstrated the highest accuracy and F-
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score, outperforming the other algorithms. This indicates 

ANN's flexible structure and superior ability to classify 

complex datasets effectively. 

When considering how these algorithms perform across 

different classes, both ANN and RF provide more 

balanced results than DT. Metrics such as precision, recall, 

and F-score indicate that ANN and RF outclass at handling 

more complex data, thereby achieving higher 

performance.  

These results indicate that machine learning-based 

predictive models can be a powerful tool in addressing 

student dropout issues in the education sector. It can be 

inferred that attention should be paid to the structure and 

complexity of the dataset in model selection and 

development, as more advanced algorithms may yield 

better results. ANN can better handle complex data and 

make more accurate predictions. 

Considering this study, different machine learning 

algorithms can be employed to better analyze the student 

dropout dataset and enhance predictive power. Optimizing 

parameters for similar model types can significantly 

improve model performance. By employing 

hyperparameter tuning, techniques such as grid search or 

random search can be used to identify the most effective 

parameter combinations. Additionally, implementing 

hybrid methods can facilitate the combined use of various 

algorithms, leading to higher success rates. To enhance the 

dataset's effectiveness, improvements can be made during 

the data preprocessing stage, such as implementing data 

normalization and outlier analysis. Feature reduction 

techniques can reduce model complexity and shorten 

computation time by selecting the most significant and 

decisive variables. It is recommended that new studies be 

conducted considering these strategies to enable a more in-

depth examination of the dataset and increase its predictive 

power. 
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